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OPTIMIZATION OF AVAILABLE BANDWIDTH EXPLOITATION

IN COMPUTER NETWORKS

The importance of available bandwidth as a parameter used in optimizing computer networks performance is revealed. The parameter estimat-
ing and its optimal exploiting enable to overcome congestion and distribute the load in a balanced way. First the available bandwidth estimation
methods and its results evaluation concerning precision and speed are introduced. Then the authors’ point of view in finding a tool for estimating
available bandwidth which has been called PathFinder with hybrid characteristics of previous methods is presented. Then we implemented and
evaluated this tool, and the results reached prove its quality concerning speed and precision relaying on a simple and quick algorithm. Finally we
emphasized our methods advantages and the importance of using it in data exchange applications through computer networks especially in the

Internet.
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Introduction

ecently, attention was greatly drawn to avail-

able bandwidth estimation within a certain

computer network path, as a result of its use in
many computer networks applications, as an essential
component in network management tools and platforms,
which monitors large network systems, which provide us
with information about the current usage of network re-
sources. It can also be used to monitor and verify the
level of service for users and service providers with ac-
curate information to manage the agreements with each
other. In definition capacity is the maximum rate at
which packets can be transmitted by a link, and available
bandwidth is a link's unused capacity. As available
bandwidth has a significant impact on the performance
of many applications that run over computer networks,
therefore many researchers studied the possibility of
measuring it, and disseminated tools for this. Recently
many tools appeared for the estimation process and for
performance evaluation of these tools in terms of reli-
ability, accuracy and speed. We observed differences in
the results presented in the assessment process of the
available bandwidth estimation tools, as in [1] and [2],
where the authors agreed that the Pathload tool [3] is
accurate, while disagreement was about the accuracy of
PathChirp [4]. Also, the author in [5] say that the Spruce
tool is more accurate than Pathload, while according to
the researcher in [2] Pathload is more accurate than
Spruce. When we look at the path of a specific network,
one of the basic things we can ask about is the amount of
data that can be moved through it between the sender
and the receiver without suffering a loss at any part of it,
or to be subject to delay which can affect the quality of
service. If we were network administrators, or have au-
thority to enter and get some information about the status
of some of its links, this is good, but mostly this is not
available to us. Therefore, we turn to tools that enable us
to know and measure what we want (available band-
width). Of these tools Spruce [5], PathChirp [4], Diet-
TOPP [6], Pathload [3]. All the presented tools so far
rely on one of two principles, either use the principle of

sending fixed size packets with variable intervals, or
sending variable size packets with fixed time intervals.
Studies have shown that the tools that use the probing
train gives an accuracy better than those that use a pair of
probing packets but it requires a longer probing time [7].
To this date no body provided a tool which acquired re-
searchers agreement, i.e. a reliable tool for estimating the
available bandwidth and of good accuracy and accept-
able speed, and transparent to the network, serving many
of the applications that may need a prior knowledge of
available bandwidth values.

Available bandwidth estimation

All the presented tools so far rely on one of two
principles, either using fixed size packets with variable
time interval, or variable size packets with fixed time
interval:

— Variable size packets

A single probing train consists of N packets differ in
size in a linear manner as shown in figure 1, i. e. if the
packet i has size P;, the size of i + 1 packet is P;;| =
= P;+ AP. The size of first sent packet is P;.
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Fig. 1. Probing train of N packets,
with varying packets size and time interval

So the linear increase in the size of packets, enables
the receiver to determine which packets have been re-
ceived and which one was lost on the way. So the re-
ceiver can locate any packet in the probing train when
knowing the size of that packet. The relationship be-
tween the packets order and size within the probing train
is shown in figure 2.

— Variable time interval

Here the time interval between the probing train
packets is also not fixed, but decreases linearly. In other
words, if the time interval at packet 7 is 7}, and this inter-
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val at the following packet i+ 1 is T;,; = T; — AT ac-
cording the following:

L>T,>T>...>Ty_, >Ty . e

Figure 3 explains the relationship of time interval be-
tween probing packets and the order of these packets.
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Fig. 2. Packet size change for probing train of 30 packets,

AP = 50 bytes.
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Fig. 3. Relationship between probing train of 30 packets
and time intervals, AT = 0,5 ms

The receiver should have a prior knowledge about
the time intervals between the probing train packets
when they were sent, and should register arrival time of
each packet. The receiver can locate any received packet
through its size, so the duty of the receiver is to compare
time intervals between probing packets when sending
them (already available), and when received. While
sending the probing packets at a rate equal or less than
the available bandwidth value R, < Abw, the time in-
tervals between consecutive received probing packets are
equal to those between consecutive sent probing packets,
if we neglect the delay experienced by probing packets
while passing through the network (delay suffered by all
packets and it is the time they need to cross the network
path), i. e.:

Ti,snd :Ti,rcv; T2,snd :T2,rcv; ey TN—I,snd :TN—I,rcv; (2)

When the probing packets transmission rate ex-
ceeds available bandwidth, the relationship (2) becomes
not correct and the probing packets have to stand in the
waiting queue, leading to an increase in time intervals
between the consecutive probing packets when re-
ceived. Based on the above, the receiver determines the
available bandwidth at the packet, among consecutive
probing packets, where the time interval starts to in-
crease in comparison with what it had from previous
values. The above can be summarized by the following
equations:

E,rcv; R[ < ABW’
R, > ABw;

i,snd

3
T;',Sth < T; ( )

,rcv;
We can calculate the instantaneous transmission rate

at packet i as follows: R, :Fi
i

While the instantaneous probing rate of the next
packet is:

P,

i+l
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At package i the instantaneous probing rate, relative
to primitive values, is as follows:

_Pl+(i+1))AP

T —(i-DAT @

We note that the instantaneous probing rate is a func-
tion of packet order in the probing train. Where the val-
ues of each of the following parameters: Py, T;, AP and
AT are known and specified in advance. Figure 4 shows
the change in the probing rate.
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Fig. 4. Relationship between instantaneous probing rate
and probing packets order, N = 30 packets, AT = 0.5 ms,
AP = 50 bytes

From the above it is clear that the instantaneous prob-
ing rate changes with time within what we call the possi-
ble or available probing range. Available probing range
is defined by two limit values: the lower probing rate
Ruin, and the higher probing rate R..x, which can be cal-
culated by the following equations:

A _PN_PI"'(N_I)AP

Ron=—2; Ry = =——7——2—, 5
R YTy TL—-(N-1)AT ©)

where N is the number of packets forming the probing
train.

The length of the probing train is calculated by com-
bining the time intervals between all the packets as fol-
lows:

N
T = .1, =T, +(T; —AT)+(T, ~2AT) +...
[
+(h-(N-1)AT). 6)
Designing the PathFind tool

Combining accuracy and speed in the estimation
process is an essential requirement for approving
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the tool. For this, we tried to look for a method that can
combine between both requirements accuracy and speed,
with the fulfillment of the following constraints:

a. Excluding synchronization: between sender and re-
ceiver, that is, all the information needed by the receiver
can be found in received probing packets, without the
need to reconnect with the sender.

b. Eliminating repetition: since it has a bad effect on
the estimation process continuation time, and the tool
should have an acceptable transparency for the network.

c. Accuracy of estimation: accuracy is relative, and
we think that accuracy of the tool should be high at low
available bandwidth values rather than at high values
(problems of packets delay and loss increase when avail-
able bandwidth is small). We will see later that PathFind
gives importance for low values of available bandwidth,
which distinguishes it from other tools.

We will rely in the design of our tool on the combi-
nation of the two principles mentioned in section 2, in
which we change both of probing packets size and time
intervals between these packets. The tool uses a single
probing train (i.e., repetition canceling), whose length is
defined based on the desired precision. The PathFind
tool using UDP protocol sends a single probing train
consisting of N packets differ in their size from each
other linearly, and time intervals between the probing
train packets is not constant but decreases linearly as
well. All what we have to do is determining the appro-
priate values of R, and R, for the required estimation
process. Initially, identifying the values of R, and R«
formed a challenge and was time consuming, until we
reached the idea which answers the following question:
Who will benefit from this tool?

It is difficult to define a measurable range, a tool
can measure, which satisfies all tastes. Since the major-
ity of data exchange currently between users is made
via the internet, so we will focus on the available
bandwidth values compatible with the internet. Actu-
ally in most countries the bandwidth value doesn't ex-
ceed 7.2 Mbps (e. g. provided in Syria by the service
provider “Syriatel”). Therefore, we assume that the tool
PathFind can estimate the available bandwidth within
[0, 8] Mbps, with the focus on low values of the avail-
able bandwidth. As we mentioned the size of packets in
a probing train built by PathFind, increases in a linear

Cross-traffic Sender

way. The largest packet size is 1500 Bytes (taking into
account UDP protocol overhead added to the original
packet size), while the smallest packet size being sent is
determined based on the number of sent packets V, and
the amount of size change AP. Number of packets used
in the probing train, determines the number of levels of
available bandwidth which can be estimated, and so
this determines the level of required precision. If the
number of packets is N = 30 packets (additional packet
is sent after a specified time interval when sending
probe packets stops, in order to obtain the last value
which can be estimated), and packet size difference
between two consequent packets is AP = 50 bytes, the
values of packets sizes which form the probing train
are the following: 50, 100, 150, ..., 1500 bytes, i.e.
Py =50 bytes. In order to determine the time interval
between successive packets, as we said earlier, the time
interval between the probing packets decreases linearly
with the successive sending of packets. If the time in-
terval of the first packet is 77 = 16 ms, and the time
interval of the last packet is Ty_; = 1.5 ms, taking into
account that the number of packets is N = 30 and the
amount of decrease in time is A7 = 0.5 ms. From all
what preceded and basing on equations (1, 2, 3, 4), we
get the following parameters:

P, =50 bytes, T} = 16 ms, AP = 50 bytes, AT = 0.5 ms.
Substituting in equation (5) we calculate the minimum and
maximum transmission rates:

B 50-8

R . =—;= =25 Kbps;
min ]-i 16ms p
P 1500-
Ry === 200-8 =8 Mbps.
Ty, 15ms

Substituting in equation (6) we get: ;. = 262.5 ms.

Practical Experiments and results:

We used C# in achieving the send and receive algo-
rithms, and relied on Wireshark software to get precisely
the time intervals defined between probing packets. To
carry out the task of available bandwidth estimation, we
designed an experimental network within a controllable
environment as shown in figure 5, where the use of four
computers in order to generate, send and receive each of
the cross-traffic and probing packets, as well as two
routers and two switches.

Cross-traffic Receiver

Pro Ji-wg Packets Sender

Probing Packets Receiver

Fig. 5. Test network composed of 2 routers, 2 switches, cross-traffic generator, cross-traffic receiver,
probing packets sender, and probing packets receiver
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In the process of estimation, we measure the avail-
able bandwidth for the link with a capacity of 10 Mbps,
located between the two routers. The cross-traffic gen-
erator generates cross-traffic packets at a steady rate.
Estimation process is repeated several times. The objec-
tive of repetition is to get accurate values by calculating
the average of the values that have been achieved. Val-
ues of cross-traffic that have been adopted are: 2 Mbps,
3 Mbps, 4 Mbps, 5 Mbps, 6 Mbps, 7 Mbps, 8 Mbps,
8.5 Mbps, 9 Mbps, 9.5 Mbps. We notice that PathFind
gives acceptable accuracy at low values of available
bandwidth, we can increase the accuracy or change the
range of measurement by increasing the number of sent
packets and by changing the time interval between those
packets.

= = PathFind = Actual ABw

Available bandwidth, Mbps
S = N W A N J 0O
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Fig. 6. Available bandwidth estimation results.
Continued line is the actual available bandwidth,
dashed line is PathFind results

Figure 7 shows the relationship between the relative
error and the available bandwidth for PathFind.

Conclusion

We found that PathFind gives good accuracy at low
values of available bandwidth, better than at high values
of available bandwidth, in comparison with other exist-
ing tools for available bandwidth estimation. So, if we
try to use the internet, and we have a low available
bandwidth, we can use PathFind to optimally determi-

nate the value of available bandwidth that we have to use
for sending our data, which offers us the ability to over-
come congestion and to achieve load balance over the
used network path.
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Fig. 7. Relationship between available bandwidth
and relative error for PathFind.
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Myca Tane6, maructpant, lamacckuii yausepcutet, CHpHS

Mxo. Aiiman Anv Axxao, KaHIUIAT TEXHUYECKUX HayK, Jlamacckuil yauBepcuret, Cupus

OnTuMHU3anMs UCNOJIb30BAHUS I[()CTyl'lHOﬁ MOJIOCHI NPONYCKAHHUA B KOMIILIOTEPHBIX CETHAX

Toxkazana sasxxcHocms 0OCMYNHOU NOAOCHI NPONYCKAHUSL KAK NApAMempa, UCHOIb3YeMo20 O ONMUMUAYUL XAPAKMEPUCTUK
Komnvromepruvlx cemell. E2o oyenxa u onmumanvHoe uchoib308anue noO360810M NPeodoiems nepeepysKy u coOanlanHcuposams Ha-
epy3Ky 6 cemu. CHAuUANa ONUCHIBAIOMCI MENMOObL OYEHKU OOCIYNHOU NOJIOCHL NPONYCKAHUSL U Pe3YIbMamyl UX NPUMEHEHUs. C MOYKU
3penusi mouHocmu u ckopocmu. Jaiee npedcmagiena mouka 3penusi agmopos Ha UHCIMPYMeHm Ol OYeHKU OOCHYNHOU NOLOCb
nponyckanus, komopulil mul Hazeanu PathFinder u komopuiii couemaem @ cebe xapaxmepucmuku npeobloyuwux Memooos. Aemopol
paspabomanu u nposenu oyenKy d3mo2o uHcmpymenma. JJocmuzHymsie pe3ynibmamsl 00KA3ANU €20 KA4ecmeo ¢ MOUYKU 3peHUsl CKo-
pocmu u MOYHOCMU, KOMOpble 00ecneyusarmes nPocmvlM U ObICMPbIM AN20pUMMoOM. B 3axmouenue nepeuucienst npeumyuecm-
84 OAHHO20 MEMOOA U BANCHOCTL €20 UCNOIB308AHUS 8 NPUTONCEHUSAX, CEAZAHHBIX C OOMEHOM OAHHBIMU 8 KOMNBLIOMEPHBIX CemiXx,
ocobenno ¢ Unmepreme.

Ki1rouyeBbie cj10Ba: J0CTyIHAas M0JI0CA MPOIYCKaHHs, OLIEHKA MOJIOCHI IPOIYCKAHUsI, OLEHKA TEXHUYECKHX XapaKTEPHCTHK, MEePErpy3Ka, Bbl-
PaBHHMBaHHUE HArpy3Ku.





