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The article presents methods for relaying Multi-Stream data at the application layer of OSI model through a relay
node in UAV networks - MS-AL-ARQ Relaying methods. MS-AL-ARQ method is taken as the principal one. One of the
basic operating principles of Application Layer ARQ-based Multi-Streaming (MS-AL-ARQ) is to determine a lost
fragment from one of the source nodes based on a sequence number with an IP address ID. After determination of the
lost data fragment, a negative non-acknowledgment NACK is sent to the source node. A round trip time RTT is set,
after each NACK to schedule the requesting process. This action is performed until data fragment is received or the
data fragment timeout RTO expires. The main difference between MS-AL-ARQ and MS-AL-ARQ Relaying is that MS-
AL-ARQ Relaying works with buffers on the source and destination nodes as well as working with a buffer on the re-
lay node. To describe the methods, the definition of a leading/priority source node with sending video priority, was
introduced. The core metrics for determination of the leading node is the packet delivery ratio (counter PDR), which
calculates the value at the relay node in a given interval and only then transmits data to the recipient node.

There are several options to define the leading/priority source node: default, static, and dynamic definition. In this
case, the situation with the flying relay node and the ground relay node is considered separately. The choice of relay
node position is related to the characteristics of the node. Thus, a ground-based relay node could be a laptop, where
the computing resources are often higher and the memory capacity can allow storing incoming data for longer time
periods and a flying relay node is represented by a UAV with limited productive resources.

The final part presents a test bench for further laboratory testing of the MS-AL-ARQ Relaying method and the re-
sults of laboratory tests confirming the relevance of developing algorithms based on MS-AL-ARQ Relaying methods.

Keywords: UAV, MS-AL-ARQ Relaying, FANET, Multi-Stream, PDR, leading node.

Introduction
oday, UAVs have become part of our daily
I life. Increasingly, one can observe the use
of several UAVs in one network, mainly in
the field of entertainment, where the drone show is
the most striking example [1-8]. At the same time,
the use of a swarm may also be of interest to UAV
manufacturers, however, one should keep in mind
the specifics of the task difficulty and deployment
cost. As an example, the most justified scenario is
the use of several UAVs as source nodes when
monitoring the area in emergency situations. How-
ever, mountains, forests and other obstacles can
produce difficulties to direct data transmission. The
solution to the problem can be the use of one or

more flying nodes as relay node(s), as shown in
Figure 1.

The presence of one or more relay nodes can in-
crease the network coverage and allow the inspec-
tion of large areas in a shorter time. In addition to
the flying node-relay, an option with a ground-
based relay node can also be considered. The use of
a ground relay-node will allow using large comput-
ing resources, but the network coverage area will be
reduced in comparison with a flying relay-node. In
both cases considered: with the air and ground re-
lay-node, the same problem can occur due to the
overload of the input data buffer at the relay-node.
Congestion will cause data packets to be dropped
and degrade video QoS metrics. To solve the above
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problem, the paper presents several methods for re-
covering lost data fragments through a relay node,
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while the basic principles of operation are taken
from the previously proposed method MS-AL-ARQ.
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Fig. 1. The use of UAVs in forest monitoring

Principles of operation of MS-AL-ARQ

The proposed relaying methods are based on the
algorithm MS-AL-ARQ and AL-ARQ [9, 10]. One
of the basic principles of the algorithm is the de-
termination of a lost fragment from one of the
source nodes based on a sequence number with an
IP address of node-densder. After determining the
lost fragment, a NACK is sent to the source node.
At the same time, the round trip time RTT is set,
after which the NACK is sent again. This action
will be repeated until: a data fragment is received or
the data fragment timeout R7O expires. When run-
ning MS-AL-ARQ, it is necessary to create several
buffers: on the source nodes and the base station
(destination). In addition, MS-AL-ARQ has several
implementations on the destination node: with mul-
tiple input buffers and with one common input
buffer. At the same time, at the start of transmis-
sion, each data stream is sent to a separate applica-
tion, i.e. for each source node, it is necessary to al-
locate a separate port. The RTO is calculated based
on an approximation of the statistics about the
round R7T (Round Trip Time) trip time, and is also
given the value of the current smoothed cycle time
SRTT (Smoothed Round Trip Time). These values
were taken from the TCP protocol [11]. TCP uses
a sender-initiated retransmission scheme that uses
retransmission timeouts R7O and duplicate ac-
knowledgment (ACK).

MS-AL-ARQ Relaying Methods

This section presents several methods based on
MS-AL-ARQ with recommendations for their fur-
ther application in UAV networks with multiple
source nodes. In this case, it is worth considering

separately the cases with the use of a ground relay
node (Fig. 2, a) and a flying relay node (Fig. 2, b).
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Fig. 2. UAVs network Scenario with relay-node:
a - Ground relay-node; b - flying relay-node

The scenario works not with two playback buff-
ers as in the MS-AL-ARQ, but with three buffers.
The first on the source nodes to save the generated
packets, the second at the relay-node to store the
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received packets and the last buffer on the destina-
tion node to ensure packet reordering, as shown in
Figure 3.
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Fig. 3. Playback buffers of each node
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Today, UAV manufacturers use communication
channels of domestic manufacturers. A communi-
cation channel works at the physical and data link
layers of the OSI model. At the same time, the tasks
of the network levels and other (higher) levels of
the OSI model are solved on microcomputers as
part of UAVs, for example, Raspberry or Jetson.
The paper considers the construction of a UAV

[ NACK arrival in buffer ]

Accept NACK

Queue a NACK

YES

Send a NACK to
the source-node

Send a single NACK to
the source-nose

Buffer size <= maximum size

network model based on standard, built-in antennas
in RaspberryPi and/or Jetson, i.e. the considered
methods implementation is based on omnidirec-
tional antennas, for example, M620720. Moreover,
they operate at the application layer and in the fu-
ture can be implemented as part of on-board com-
puting systems independently on the communica-
tion channels mentioned above.

To describe the proposed methods, it is neces-
sary to clarify the expression of the lead-
ing/priority source node, which will be given pri-
ority for sending video under a predefined criteria.
The main metric for determining the leading node
is the measured PDR, which calculates the value at
the relay node in a given interval and only after
that transmits data to the recipient node. There are
several options for defining the leading/priority
source node: default, static, and dynamic defini-
tion.

MS-AL-ARQ Default Relaying (MS-AL-ARQ

DefR)

When the relay method works, all incoming re-
quests will be processed, as shown in Figure 4. The
execution of this method to the relay-node is a FIFO
queue [12].

Parse last NACK

Compare last
NACK with
previous one

NO

Do the IP-addresses match the

|atest NACK-s ? Reset last NACK

Fig. 4. Request processing scheme

When the method is running, all incoming re-
quests are processed, after which NACK is sent as it
arrives. Data from the relay node is transmitted to
the ground station when the buffer timeout expires.
Thus, the decision on the priority node is not made
and all operations are carried out on the relay-node.
It follows from this that when implementing a
method based on the FIFO queue, it is more logical
to use a ground relay-node, which can have large
power characteristics. But the use of a flying relay-
node with a small buffer size can also be considered.

This model works on the basis of a single-
channel queuing system with failure. The scheme
of operation of such a system is shown in Figure 5.

Sy S1

Fig. 5. The state diagram
of a single-channel queuing system with failure



94 ISSN 1813-7903. Bectuuk UkI'TY umenu M. T. Kanamnukosa. 2022. T. 25, Ne 1

The state of the system S, indicates that the
channel is free, and S; indicates that the channel is
busy serving the application. The main characteris-
tics of this system are the intensity of the flow of
requests Aand the intensity of service p. You can
also determine the relative (Q) and absolute (4)
throughput, which are calculated using the follow-
ing formulas [13]:

AE,
Q_T’ (1)
Azk_“zxg, 2)
A+l

MS-AL-ARQ Static Relaying

(MS-AL-ARQ SR)

The main idea of this static relay method is the
static determination of the leading/priority source
node, i.e. before the transmission is completed, one
of the source nodes becomes the leader, and in case

of deterioration, the PDR priority always remains
with the leading/priority source node, an example
of operation is shown in Figure 6. It should be
noted that the Priority Queuing is taken as the basis
of the method.

This method will be simultaneously imple-
mented on the relay node and the recipient node. At
the same time, like MS-AL-ARQ DefR, the static
method can be implemented both on the flying re-
lay-node and on the ground relay-node. When work-
ing with a flying relay-node, more attention should
be paid to the time of storing packets in the buffer.

In this method, the queuing system with a lim-
ited queue should be taken as a basis, in which the
number of places in the queue (m) is limited. Con-
sequently, a request that arrives at the time when all
places in the queue are occupied is rejected and
leaves the system unserved. The graph of a single-
channel system with a limit on the length of the
queue is shown in Figure 7.
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Fig. 6. Operation of the buffer with a constant priority of one of the source nodes
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Fig. 7. The state graphof a single-channel queuing system with a limited queue: S, - the service channel is free; S - the
service channel is busy, but there is no queue; S, - the service channel is busy, there is one request in the queue; S+ - the service
channel is busy, there arein the queue £ requests; S,, + 1 - service channel is busy, all m places in the queue are occupied

The analysis of the activity of single-channel
systems with a limited queue is carried out accord-
ing to the following formulas [14]:

Probability of failure:

P, =Pm+1=p""P,

where P, - failure probability; P, - probability of sys-
tem downtime; P - is an indicator of the system load.

Relative bandwidth
O=1- P, —1—p’”‘1P0
Absolute bandwidth
A=0\.

All other system indicators depend on the sys-
tem load indicator (p).
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MS-AL-ARQ Dynamic Relaying

(MS-AL-ARQDynR)

In contrast to the static relay method, in the dy-
namic relay method, the values calculated in real
time on the relay node PDR for the source nodes will
determine the source node priority based on the low-
est PDR measured. Dynamic implementation of
MS-AL-ARQRelaying is the most complex, as it re-
quires computational resources on the relay node. In
addition, the node priority decision can be made both
at the relay node and at the destination node, which,
accordingly, will cause large delays in comparison
with other methods [15]. In this case, a certain opera-
tion of the buffers is implemented, shown in Figure 8.

The principle of operation of such systems lies
in the preliminary processing of incoming packets
by the system. First of all, the source with the low-
est PDR measured is determined as leading/priority
node. This will give a priority in the transmission of
NACKSs from the source node to the destination
through raley-node. Only after pre-processing, re-
ceived packets are queued in FIFO order. In this
case, the model works on the basis of a single-
channel queuing system without restrictions, since
the queue of priority-set packets should not be vio-
lated in order to ensure maximum signal quality.
The scheme of operation of this system is shown in
Figure 9.
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Fig. 8. The operation of the buffer with dynamic MS-AL-ARQ
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Fig. 9. The state graph of a single-channel QS without restrictions: S, - service channel is free; S; - the service channel is
busy, but there is no queue; S, - the service channel is busy, there is one request in the queue; Sy ;| - service channel is busy, there

are k requests in the queue

In this case, provided that all applications are
accepted without exceptions and the queue length is
not limited, the relative throughput is [16]:

QZPobz:L

where P,, is the probability of service.

Based on formulas (1) and (2), we can determine
the absolute throughput, which is equal to:

A=r0= A
Also important parameters of this system are the

average waiting time for service in the queue and
the average residence time of the application in the

system. These characteristics are calculated as fol-
lows [17]:

L
Ty = Ty + 1oy = %,
where Tp, - average queue time; 7, - the average
time the application stays in the queue; L, - the
average number of applications in the queue; Ly, -
the average number of applications in the system;p
is the probability of system downtime; #y;. - the
average time of service of the application.
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MS-AL-ARQ Relaying laboratory test bench

To further implement MS-AL-ARQ Relaying
and define the requirements to develop its algo-
rithm, a laboratory bench was assembled and
tested, which included several micro-computers
Raspberry Pi 3B source nodes and a relay node,
and one laptop as destination node (base station).
The operating system Ubuntu Mate was installed
on the microcomputers, and Ubuntu 16.04 on the
laptop. The following settings were made on all
nodes:

Laboratory bench
Settings parameters Selected value
SSID MS
Standard 802.11g
mode Ad-Hoc
Frequency 2.462
Channel 11
3, 7

192.168.1.6

Static IP addresses were set on each node in ac-
cordance with Figure 10. Source nodes could not
directly establish a connection with the recipient
host, the check was carried out using the ping
command. The choice of the distance between the
source nodes and the relay node, as well as between
the relay node and the receiving node was based on
the analysis of log files with values of PDR1, which
guaranteed high-quality data transmission.

For data relaying, the OLSR routing protocol
was enabled on all nodes. The following scenario
was investigated: source nodes simultaneously
transmitted data to the destination node through the
relay node. Video resolution 640x360 was chosen
as a data stream, which simulated video from the
UAVs. To study the QoS characteristics on the re-
lay node and the recipient node, log files were re-
corded using the Wireshark network traffic ana-
lyzer program. A total of 5 tests were performed,
the duration of each test was one minute.

192.168.1.3

Fig. 10. Scheme of the laboratory stand

All collected log files were analyzed using
Wireshark. The RTP header (Real-time Transport
Protocol) was parsed. The QoS metrics chosen are
PDR and useful bandwidth (Goodput). The metric
PDR determines the number of successfully deliv-
ered data packets. To calculate PDR, the following
formula was used:

R
PDR ==x,

=

where R - number of received packets; T is the
number of sent packets.

The results of the laboratory experiment are pre-
sented in Figure 11 as a dependence of PDR on the

number of source nodes on relay-node and destina-
tion node.

From the graph in Figure 11. It shows that the
quality of transmission from relay-node to the des-
tination node is reduced according to PDR values,
which may be related to the settings of the physical
connections (frequency, channel, standard), soft-
ware features (using VLC v.2), and buffer overflow
on the relay node. The solution to the problem can
be a software implementation of the proposed MS-
AL-ARQ Relaying methods.

In addition to PDR, the relationship between the
number of source nodes and the QoS measurement
values was Goodput. Goodput determines the
throughput of a communication channel at the ap-
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plication level, i.e. the number of payload bits de-
livered by the network to a particular destination in
a unit of time. The following formula was used for
the calculation:

buff -8

Goodput = —
time

where buff is the number of packets in the buffer at
the destination/relay node; time - transmission time.

It follows from the results in Figure 12 that, as
the number of source nodes increases, the Goodput

metric increases. A decrease in the Goodput met-
ric at the destination node is due to packet loss at
the relay node, as indicated by the graph in Figure
11, which is caused by input buffer congestion
with discarding data packets. The tests carried out
on the bench demonstrated the need to develop
algorithms based on the MS-AL-ARQ Relaying
methods. In addition, the stand and the created
configuration will serve as the basis for further
testing of algorithms based on MS-AL-ARQ Re-
laying methods.

1

0.8

0.6

PDR

0.4

Source-nodes

——relay-node

=== destination-node

Fig. 11. Graph of PDR measurement the number of nodes sources at node relay and node recipient
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Fig. 12. Graph of Goodput dependence on the number of source nodes on the relay node and the destination node

Conclusion

The article presents several methods for re-
transmission of lost fragments on the application
layer through a relay node: MS-AL-ARQ DefR,
MS-AL-ARQ SR, MS-AL-ARQ DynR. All of the
above methods are based on the three queuing
mechanisms. They do not apply to a specific video
stream, but to sending NACKs. Recommendations
are made based on the description presented. With

software implementation of the MS-AL-ARQ DefR
and MS-AL-ARQ SR methods, it can be imple-
mented both on the ground relay-node and on the
flying relay-node. MS-AL-ARQ DynR is most
adapted to work with the ground relay-node, or
with a flying relay-node [18-20].

It is also worth highlighting that an important
advantage of using MS-AL-ARQ Relaying methods
with source priority is to improve the quality of
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communication without the use of expensive
equipment with high technical characteristics. The
need for algorithm development has been demon-
strated through a series of laboratory tests. A test
bench was assembled, which included several
Raspberry Pi 3B microcomputers as source nodes
and a relay node, as well as one laptop as a destina-
tion node (base station). The scenario was investi-
gated: the source nodes simultaneously transmitted
data to the destination node through the relay node.
During the experiments, the PDR and Goodput met-
rics were measured. It follows from the results of the
experiments that with an increase in the number of
source nodes, the PDR decreases. In particular, the
number of successfully delivered packets on the re-
cipient node is less than on the relay node. In addi-
tion, latency and useful bandwidth requirements in-
crease. Thus, the methods proposed in the first part
of the article can help solve the above problems. The
software implementation of the algorithms will make
it independent on the chosen communication chan-
nels and the on-board computing device.
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Tlpeocmagneno Heckonbko KOHYenyuii Memooos 01 pempaHCIAYUL YMeEPIHHbIX PpacmMenmos OaHHbIX NPUKIAOHO-
20 YPOBHA uepe3 y3el-pempanciamop 6 iemarouwux camoopeanusyrowuxcs cemsax MS-AL-ARQRelaying. 3a ocnogy
pabomsr memooa 3sam MS-AL-ARQ. Oonum u3 ochosnvix npunyunos pabomer MS-AL-ARQ sersemcs onpedenenue
HOMEPSAHHO20 (hpasmenma ¢ 00H020 U3 Y3106-UCHOYHUKO8 HA OCHO8E NOPSIOK06020 HoMepa ¢ udenmuguxamopom IP-
aopeca. Tlocne onpedenenus nomepanno2o pacmenma dannvix 6 oygep na ysen-ucmounux omnpasisemcs NACK.
Ipu smom ycmanosnen mavim-aym nogmopHoul nepedadu, no ucmeyenuu komopozo NACK omnpaegisiemcs nosmopHo.
Jlannoe oeticmsue Oyoem noemopsimvcs, noka we 6yoem noayueH Qpazmenm OaHHbIX, NOKA He ucmeyem maum-aym
ooicudanusi gppaemenma oannvix. OcHosHbim omauduem mexcoy MS-AL-ARQ u MS-AL-ARQRelaying sensiemcs pabo-
ma He MoabKo ¢ Oyghepamu Ha Y31AX-UCMOYHUKAX U Y3le-noayuamene, HO U paboma c Oygepamu Ha ys3ie-
pempancismope. [[na onucanus KOHYenyuil mMemooo8 66e0eHO onpeoeienue 6edyujeco/npuopumemHo2o y3ia-
UCMOYHUKA, KOMOPOMY Oyoem omoaH npuopumem no omnpaske 6udeo. OCHOBHOU MempuKol O/ onpeoeneHus
sedywe2o yana seusiemcsi cuemyuk PDR, Kkomopwiil 6 3a0aHHbIL NPOMENCYMOK GbICHUMbIEAECM 3HAYEHUE HA Y3le-
PEMPAHCISIMOpPE U YIIce NOCie IMO020 nepedaem OaHHble Ha Y3el-NoLyYameb.

Ilpeonacaemcsi HECKObKO 8APUAHMOE ONPedeNeHUsl 8e0VIe20/NPUOPUMENHO20 Y3NA-UCHOYHUKA: NO YMOTYAHUIO,
cmamuyeckoe u QuHamuyeckoe onpeoeienue. Ilpu 3mom omoerbHO paccCMampueaemcs CUmyayust ¢ J1emarowum y3-
JIOM-PEMPAHCIIIMOPOM U C HA3EMHBIM Y3I0M-DEMPANCIAMOPOM. Yuem HeCKONbKUX CUMYayuil pempancisiyul Ces3aH ¢
0COOEHHOCMAMU Y3106-pemPancIamopos. Tak, HazeMHblll Y3e-pempancismop noopazymesaem Hoymoyx, y Komopo-
20 BbIYUCTUMENbHBIE MOWHOCIU Yauje 8ce20 blule U 00beM NAMAMU MOJCEN NO360AUMb XPAHUMb NOCMYRAloujUe
OaHHble bonbulee KOTUYECmB0 8peMeHl, KO20d KaK 6030YWHbIL y3er-pempanciamop noopasymesaem bBBC, y komopo-
20 02paHUYEHHbLE PeCYPChbl NAMSIMU.

B 3aknouumenvhoil yvacmu npedcmasien mecmogulii CmeHo 0711 OlIbHeUwux 1a00pamopHbIX UCHbIMAHUL Memood
MS-AL-ARQRelaying u pezyiemamol 1a00pamopHbIX UCHBIMAHUL, NOOMEepAIcoaroye HeodXo00uMocms pa3pabomru
aneopummos Ha ocHose memoooe MS-AL-ARQRelaying.

Karouessie cioBa: BBC, MS-AL-ARQRelaying, FANET, mynstunorok, PDR, Benymmuit y3en.
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